MULTIVARIATE STATISTICAL ANALYSIS FOR DAMAGE AND DELAMINATION DETECTION IN COMPOSITE STRUCTURES
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Abstract. The article is devoted to the analysis of the vibration response of composite laminates. Our aim is to develop a method for analysis of the vibration response of structures made of composites which will also be used to develop a vibration-based health monitoring procedure for such structures. Composite materials and composite laminates in particular, exhibit complex dynamic behaviour which on most occasions cannot be modelled linearly. Delamination introduces additional nonlinearities in the vibration behaviour of the structure as a result of the interrupted contact between the layers or the opening and closing of the delamination. Thus conventional linear structural dynamics methods like modal analysis cannot be applied. In this study, the vibration response signals are recorded from damaged and non-damaged (healthy) laminated composite beams. The frequency domain signals are subjected to a special type of Principal Component Analysis, known as Multichannel Singular Spectrum Analysis (MSSA). This type of analysis is known to uncover oscillation patterns and was suggested in the investigation in place of modal analysis. The idea is to establish a new feature based state-space for the vibration response signal. The response of the healthy structure is used as a baseline to which all the responses are compared. MSSA decomposes the signal into new components which are lineal combinations of the original frequency series components. The first several components are responsible for most of the variance of the original signal. The new space is with a much smaller dimension as compared to the original data and creates new variables which can be used as damage features. The results demonstrate strong potential for using MSSA for the purpose of structural health monitoring.
1 INTRODUCTION

Composite materials are at the forefront of the contemporary research because of their wide range of industrial applications. Structures made of composites materials have an increasing importance in different industries like civil engineering, mechanical and aerospace engineering and energy among many others. One of the most interesting properties that structures made of composites possess is their very large stiffness to weight ratio. Composites present an excellent combination of high strength and stiffness with low weight. This property among many others as versatility to adapt different shapes, protection against corrosion, gives the possibility to look for new engineering challenges and replace the traditional materials with composites. Composite laminates are widely used in different sectors due to their easy manufacture and efficiency and because of their versatility in the orientation of the fibers. Composite laminates are made of carbon or glass fibers in their majority, and a matrix commonly an epoxy resin, which is responsible for the hardening of the material. This makes the laminate unique as a structure.

Despite of their benefits composite materials have their disadvantages. Due to their layered nature and the interaction between both materials, fibers and matrix, composite materials are prone to different failures modes, the most common of them being delamination, which can cause irreversible damage. This failure causes the separation of the layers and induces significant loss of mechanical strength. Delamination is probably the most dangerous defect in composite materials because it can appear suddenly without any notice and it keeps growing to collapse the whole structural member. Composite materials with the defect of delamination can lose up to 60% of their stiffness and still remain visibly unchanged. For this reason a monitoring programme is a must for most composite structures. It plays a significant role not only in the life extension of the structure but also makes the structure more efficient by increasing its safety and reducing expensive inspections and their related costs.

For this reason with the help of vibration-based structural health monitoring (VSHM) methods can be develop a dynamical model which describes the vibratory behaviour of the structures made of composites [1-3]. VSHM are one of the popular ones. They can be divided in two main groups model based and non-model based ones [2].

There is no general approach towards modelling the vibratory behaviour of composite structures due to the difficulty to model the nonlinearities of the material. Nonlinear material behaviour in composite structures can be due to different aspects as nonlinear elastic behaviour, the presence of memory or visco-elastic properties in the material behaviour, plastic behaviour in the matrix and the different deformation rates of the fibers and the matrix. On a lot of occasions the input to the structure is might not be even proportional to the output which makes impossible the use of a linear model. [4-6]. For this reason the prevailing research in VSHM for composite materials tends to be on non-model based methods.

Most of the model-based methods rely on linear models. But on a number of occasions especially when the monitored structures made of composites or when it possesses other nonlinearities likes e.g. geometrical ones, the use of a linear model will be quite far from reality. On the other hand nonlinear models are much more difficult to handle in identification and updating procedures. Modal analysis [7] is another possibility and it has been extensively used for purposes of damage detection. Specifically the lower resonant frequencies which are easy to measure from the experiments are quite popular as damage
features. However some studies suggest to detect the delamination from variations in the higher frequencies [8]. The effect of delamination in structures is expected to decrease the natural frequencies and also increase the modal damping as compared to the healthy structure [9]. To go further some methods consider finite element model to simulate the delamination and to more accurately describe the structural behaviour [10]. Some simulations introduce the delamination without consider the opening and closing effect, which actually introduces additional nonlinear effects. Most of the traditional methods are based on the fact that delamination reduces the effective cross-section which in turn causes loss of rigidity of the structural element. However reduction of stiffness does not always mean that there is a decrease in strength [11]. For structures made of composites damping is also considered as damage feature where delamination is concerned. However, damping will only increase when the crack is opening since at this point there is more interaction between the faces of the crack [11].

Traditional models require sophisticated finite element modelling which needs intensive labour of updating between the model and the real experiment [12]. Non-model based methods suggest the discrimination between two or more signal categories, for instance the vibration response signals from a healthy structure and a damaged one or signals that come from structures with different damages levels and locations [13, 14]. They are based on one or more features which can be used for discrimination purposes. One possibility to extract such features is to reduce the dimension of the original measured data, which makes it easier to analyse. A powerful method which provides data dimensionality reduction is Principal Component Analysis (PCA). PCA has been applied for damage detection as a result of its clustering properties [15, 16].

This study suggests the use of a modified PCA method, more specifically Singular Spectrum Analysis (SSA). The basic idea of SSA consists in the application of Principal Component Analysis with the variables analysed being lagged versions of a single time series variable [17]. SSA has been applied in different fields as biology, forecasting and for monitoring the stability of time series in order to obtain smoother signals, for trend extraction and extraction of periodicities in the form of modulated harmonics [18, 19]. This study presents a new method for structural vibration analysis and health monitoring which applies Multichannel Singular Spectrum Analysis (MSSA), in the frequency domain and uses the vibration responses of the healthy and the damage composite laminate structure. The method reduces the dimension of the initial frequency domain data and projects it into a new space. This is an early stage investigation oriented towards the development of a novel methodology for vibratory analysis and damage (delamination) assessment in structures made of composite materials.

2 THE METHOD SUGGESTED

In this study a statistical method known as Multichannel Singular Spectrum Analysis (MSSA) is used to extract the information from the structural vibration response and to provide insight into the dynamics of the underlying structure [20].

2.1 Data collection and construction

The data collected is made from the vibration measurements taken on composite laminates beams. The variable recorded is the acceleration for each instant of time which defines the
time series response of each specimen. Multiple realizations of the vibration response series are measured. Each time series is represented as a vector as shown below.

\[ x^i = (x^i_1, x^i_2, ..., x^i_j, ..., x^i_n)' \]  

where \( i = 1,2, ..., M \) and \( j = 1,2, ..., n \) are the number of signal realizations for each specimen and the number of components in each realization (measured acceleration vector) respectively.

A matrix which collects all the \( M \) realizations of the vectors \( x^i \) is defined as

\[ X = (x^1, x^2, ..., x^M) \]  

Due to the different scales and magnitudes in the measurements, the original matrix data is standardized to ensure consistency in the amplitude values. The method used is the most popular one which scales each variable to have a zero mean and unity variance [21]. The standardized matrix \( \overline{X} \) is then defined as

\[ \overline{x}^i_j = \frac{x^i_j - \mu_j}{\sigma_j} \]  

\[ \overline{X} = (\overline{x}^1, \overline{x}^2, ..., \overline{x}^M) \]  

The time series corresponding to each realization in the data matrix \( \overline{X} \), is transformed into the frequency domain. The frequency domain data looks much more ordered and informative for the purposes of selecting features. A new data matrix \( Z \) is obtained with the values of the frequency domain accelerations.

\[ Z = (z^1, z^2, ..., z^M) \]  

Each vector \( z^i \) of the matrix \( Z \) has dimension \( k \) where \( k = 1,2, ..., \frac{n}{2} \).

\[ z^i = (z^i_1, z^i_2, ..., z^i_j, ..., z^i_k)' \]  

### 2.2 Embedding and Empirical orthogonal Functions (EOFs)

The next step is to embed the frequency domain signals into a new space. Dynamics systems cannot be fully unfolded in the two dimensional space of their measured signals due to their more complicated behavior. By creating an embedding space, more dimensions are introduced and thus more features of the original system dynamics are uncovered. According to Takens’ theorem [22] any dynamic system can be fully uncovered in a new space made of vectors which are lagged versions of the initial in time domain signals. This study suggests embedding the original signals in the frequency domain where more information about of the dynamic system is contained.

From each vector realization, a \( W - dimensional space \) is created. The embedding matrix is made of sub-matrices with the dimension \( K \times W \) corresponding to each realization \( i \). In this way each vector \( z^i \) is embedded into a matrix \( \hat{z}^i \).
\[
\hat{z}^i = \begin{pmatrix}
z_1^i & z_2^i & z_3^i & \ldots & z_w^i & \ldots & z_W^i \\
z_2^i & z_3^i & z_4^i & \ldots & z_{w+1}^i & \ldots & z_{W+1}^i \\
z_3^i & z_4^i & z_5^i & \ldots & z_{w+2}^i & \ldots & z_{W+2}^i \\
z_4^i & z_5^i & z_6^i & \ldots & z_{w+3}^i & \ldots & \vdots \\
z_5^i & z_6^i & : & \ldots & : & \ldots & z_k^i \\
: & : & z_k^i & \ldots & 0 & \ldots & 0 \\
: & : & 0 & \ldots & 0 & \ldots & 0 \\
z_k^i & 0 & 0 & \ldots & 0 & \ldots & 0 \\
\end{pmatrix}
\]  
(7)

where \( i = 1,2,\ldots, M \) and \( w = 1,2,\ldots, W \).

Now all the matrices \( \hat{z}^i \) are collected into a new matrix \( \bar{Z} \). The dimension of the new embedded matrix \( \bar{Z} \) is \( K \times (W \cdot M) \) where \( K \) is the number of components for each realization, \( M \) the number of realizations and \( W \) the length of the window applied.

\[
\bar{Z} = (\hat{z}^1, \hat{z}^2, \ldots, \hat{z}^M)
\]  
(8)

At the next step, the covariance matrix of the matrix \( \bar{Z} \) is obtained. It defines the covariance between different realizations where the diagonal of the matrix contains the auto-covariances.

\[
C_X = \frac{\bar{Z}' \cdot \bar{Z}}{N}
\]  
(9)

where \( C_X \) is the Covariance matrix of \( \bar{Z}, \bar{Z}' \) is the transpose of \( \bar{Z} \). The eigenvalues \( \lambda_k \) and the eigenvectors \( \rho_k \) of \( C_X \) are obtained according to the following expression.

\[
C_X \rho_k = \lambda_k \rho_k
\]  
(10)

The eigenvalues \( \lambda_k \) are then ordered in the diagonal matrix \( \Lambda_X \) in decreasing order and the matrix \( E_X \) contains their corresponding eigenvectors written as columns. The eigenvalues define the partial variance of each eigenvectors, therefore the total sum of all of these variances gives the total variance of \( \bar{Z} \).

\[
E_X' C_X E_X = \Lambda_X
\]  
(11)

The eigenvectors are usually called Empirical Orthogonal Functions (EOFs).

### 2.3 Decomposition and Reconstruction

Empirical Orthogonal Functions (EOFs) represent the data as a decomposition of the orthogonal basic functions with a certain percentage of variance of the original signal corresponding to each EOF. Projecting the measured data \( \bar{Z} \) onto the EOFs yields the corresponding Principal Components \( A_k \) [23].

\[
A_k = \bar{Z} \cdot E_X
\]  
(12)

Therefore, to obtain the Reconstructed Components (RCs), an embedding matrix has to be defined. The embedding matrix \( \tilde{A}_k \) follows the same pattern applied in the Eqs. (7), (8) with
two differences: 1) It is calculated for each Principal Component of the matrix $A_k$ and 2) The lagged frequency vectors run in the opposite direction.

The RCs $R_k$ are obtained according to the expression below.

$$R_k = \frac{1}{M} \bar{A}_k \cdot E_X$$

The RCs contains all the information contained in the EOFs because no information is lost in the reconstruction process, since the sum of all RCs gives back the original signal [23].

3 THE STRUCTURE AND THE EXPERIMENT

3.1 Experimental set-up

Five composite laminates beams were manufactured using: 10-layered carbon woven laminate multiprepreg E722 resin [9/90] configuration. The dimensions of the beams are 980x42mm, the thickness is 2.5mm. The beams were fully-fixed at both ends with a free length between the supports of 900 mm. The free-decay responses of the specimens were recorded. Five different cases of internal delamination were considered and they are defined below:

(B1) Healthy structure without delamination
(B2) Delamination in the middle lengthwise between 5th-6th layer and 50 mm length.
(B3) Delamination in the middle lengthwise between 5th-6th layer and 80 mm length.
(B4) Delamination on the left side (at 220mm from the edge) between 5th-6th layer and 50 mm length.
(B5) Delamination on the left side (at 220mm from the edge) between 2nd-3rd and 50 mm length.

Small pieces of Teflon were introduced to simulate the delamination. The non-adherent property of this material disbonds the layers.

3.2 Data collection and reconstruction

A data matrix was constructed by using the acceleration measured time series. Seven free-decay responses for each laminate beam were recorded. Thus, we are in possession of seven data realizations ($M = 7$) for each composite laminate. The time domain responses were then transformed to the frequency domain. Figure 1a and Figure 1b below represent the time and frequency domain responses of the intact beam.

![Figure 1: a) Measured response in time domain B1-1 b) Frequency response B1-1](image-url)
The data matrix $Z$ is then constructed using the $M$ realizations of the $k$-dimensional frequency domain vectors (in our case $k = 1024$). The procedure explained in the §2 was applied to the frequency domain data matrix $Z$. The selection of the window size $W$ depends on the purposes of the investigation. In our case the widow size selected was $W = 7$.

The new PCs were obtained by projection of the original data onto the EOFs.

Nearly 100% of the variance is contained in the first nine EOFs. The first two EOFs are responsible for 88% of the variance where the 83% comes from the first one and the 5% from the second one. After the first four EOFs the percentage of variance is very small remains constant for the subsequent EOFs, as it is shown in the Figure 2 below.

![Figure 2: Scree diagram](image)

The original frequency domain series were reconstructed using the first four RCs. Figure 3 shows the results when the first two RCs were used (a) and when the first four RCs were used (b). It can be observed form Figure 3 that the reconstructed signal by using four RCs is much closer to the original frequency domain series than the reconstructed signal by using two RCs.

![Figure 3](image)

Figure 3: a) Reconstruction of the original signal using the first two RCs

b) Reconstruction of the original signal using the first four RCs
3.3 Results

Another reason to use SSA is that in the case of categorical data, it tends to cluster the new variables [17]. The decomposition in PC’s of the original frequency series reduces the distance between the new coordinates for objects from the same category while at the same time it increases the distance between objects from different categories. This effect is shown in the Figure 4. The data recorded from all damaged specimen configurations was projected onto the new space of the first two principal components. A clear difference can be detected between the new vector-points corresponding to the healthy structure and the ones from the different damaged structures. In addition, there is a clear distinction between points corresponding to different delamination configurations as shown in Figure 4 below. The excellent ability of MSSA for clustering is demonstrated.

![Figure 4: The effect of clustering in the projection of the experiments onto RC-1 vs. RC-2](image)

4 CONCLUSIONS

This paper suggests a multivariate statistical method, namely Multichannel Singular Spectrum Analysis (MSSA), which is used to transform the free decay vibration response from composite laminates beams. In this investigation the method is utilised for delamination detection in composite laminates.

The MSSA methods approach is used here in order to extract features from the frequency domain responses recorded from the laminate beams. MSSA decomposes the original signal into oscillatory components which in this case correspond to the free vibration modes of the beams. We chose to use the frequency domain responses because they are considered to contain more and better information about the free decay response of the beams in terms of their natural frequencies.

It is shown that the transformed variable by using the suggested methodology can be used for reconstruction purposes of the originally recorded signals. It is demonstrated that even the first two EOFs give a quite approximation of the original signal. The first four EOFs achieve much better precision.
The first two PC’s are used for the purposes of damage/delamination classification and detection for purely visualization reasons. Our results show that in the new space, it is possible to distinguish between damaged and non-damaged specimens but in addition well separated classes corresponding to the different delamination scenarios are formed. Thus one can conclude that the approach suggested can be used not only for the purposes of delamination detection. Delamination quantification and localization are also possible through the method developed.
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